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Why is MLOps hard?
Training with MLflow
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What do we mean by MLOps?

Notebooks (by themselves) don’t scale!
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An angle modulated signal generally can be writen as
u(t) = Accos(2mf.t + ¢(t))

L (PM) system,

P(t) = kpm(t)
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In [12]: from numpy.fft import fft,fftfreq
t = arange(-6.1,6.1,0.0001)
m = sinc(100+t)
int m = empty(len(t))
Fork in range(len(t))

ant_mik] = trapz(m[o:k],t[6:k])

U = cos(2%pi*250°t + 2+piv100tint m)
subplot(211)

Subplot (212)

0ut[12]: [<matplotlib.lines.Line20 at 6xd3a490c>]
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What do we mean by MLOps?

And training is not the end goal!

Data
Processing

~~. there can be

DISCLAIMER: This is just a high-level overview!



What do we mean by MLOps?

There is a larger ML lifecycle

Data Data Wor kflow Data
Processing Lineage Management Labelling

Distributed Experiment Metadata Hyperparameter
Training Tracking Management Optimisation

Packaging Explainability

DISCLAINER: This is just a high-level overview!



What do we mean by MLOps?

“MLOps (a compound of “machine learning” and “operations”)
1s a practice for collaboration and communication between
data scientists and operations professionals to help manage

production ML lifecycle.” [1]

___________________________________________________________________________________________________

[1] https://en.wikipedia.org/wiki/MLOps



https://en.wikipedia.org/wiki/MLOps

Why is MLOps hard?

Managing the ML lifecycle is hard!

Wide heterogeneous requirements
Technically challenging (e.g. monitoring)

Process needs to scale up across every L model!

Vo vl

Organizational challenge

€ The lifecycle needs to jump across many walls



Why is MLOps hard?

This is what DevOps
Organizational challenge tried to solve

SW
Engineering

DevOps




Why is MLOps hard?
This is what MLOps

Organizational challenge has to solve
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How can we make MLOps better?

Breaking up siloes

Automate, automate, automate!
Measure and monitor everything
“Shift-left” on responsibilities, e.qg.
€ Data scientist to “own” training pipelines

€ Data scientists “own” production models

> We need tooling to allow this while keeping the infrastructure

“hidden®



How can we make MLOps better?

What tools do we have available?

License [MIT JE A0 ARERLS

Awesome production machine learning

This repository contains a curated list of awesome open source libraries that will help you deploy, monitor, version,
scale, and secure your production machine learning.

Quick links to sections in this page

4, Explaining predictions & models & Privacy preserving ML & Model & data versioning

¥ Model Training Orchestration Model Serving and Monitoring & Neural Architecture Search

@ Reproducible Notebooks w. Visualisation frameworks B Industry-strength NLP

¥ Data pipelines & ETL \ Data Labelling ‘% Data storage

K Functions as a service & Computation distribution £ Model serialisation

= Optimized calculation frameworks & Data Stream Processing @ Outlier and Anomaly Detection
Q Feature engineering ¥ Feature Stores 2% Adversarial Robustness

& Commercial Platforms

[2] https://github.com/EthicalML/awesome-production-machine-learning



https://github.com/EthicalML/awesome-production-machine-learning

How can we make MLOps better?

Machine Learning Life Cycle

@ HighlyDevelopea @ Moderately Usveloped

‘. Pachyderm
M ALGORITHMIA
mlfl;w
% Kubeflow

© fiddler

() TerminusDB

[3] https://towardsdatascience.com/rise-of-the-canonical-stack-in-machine-learning-724e7d2faa7b
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https://towardsdatascience.com/rise-of-the-canonical-stack-in-machine-learning-724e7d2faa75

How can we make MLOps better?

Machine Learning Life Cycle
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https://towardsdatascience.com/rise-of-the-canonical-stack-in-machine-learning-724e7d2faa75

How can we make MLOps better?

We®1ll focus on training and serwving

mlflow 4%, CORE
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What is MLflow?

= Open Source project initially started by Databricks

- Now part of the LFAIL

“MLflow is an open source platform to manage the ML

deployment, and a central model registry.” [4]

lifecycle, including experimentation, reproducibility, i

____________________________________________________________________________________________

[4] https://mlflow.org/



https://mlflow.org/

What is MLflow?

1. run experiment
and track results

ML flow

Registry

ML flow

-

Project

5. model registry keeps
track of model
iterations

2. “log” trained
model

83, Minio,
2.1. trained model DBFS, GCS,

N \ \ goes into a persistent
store




What is MLflow?

= |lLflow Project

€ Defines environment, parameters and model’s interface.
= lLflow Tracking

€ API to track experiment results and hyperparameters.
- lMLflow Model

€ Snapshot / version of the model.
- MLflow Registry

€ Keeps track of model metadata



How does MLflow work?

MLproject file and training

iLproject $ mlflow run ./training -P alpha=0.5

name: mlflom-talk

$ mlflow run ./training -P alpha=1.0

conda_env: conda.yaml

entry_points: i
main: i
parameters: :
alpha: float i
11_ratio: {type: float, default: 0.1} i
command: "python train.py {alpha} {11_ratio}” i



How does MLflow work?

MLmodel snapshot

________________________________________________________________________________

MLmodel

iortifoct_path: model

' flavors:

i python_function:

: data: model.pkl

i env: conda.yaml

! loader_module: mlflow.sklearn
i python_version: 3.6.9

: sklearn:

i pickled_model: model.pkl

i serialization_format: cloudpickle

: sklearn_version: 0.19.1

irun_id: 5a6be5alef844783a5006577745dbdc3

' utc_time_created: '2019-10-02 14:21:15.783806"



How does MLflow work?

GitHub  Docs

EXpe¢ entID: 0 Artifact Location: file:///home/agm/Talks/miflow-talk/miruns/0

v Decs tion: [

Runs:

X X Clear

Filter Filter

Params: Metrics:

wing 2 matching s Delete Download CSV &
Date Jse \ame e e Ta ) te t
2019-10-02 15:21:20 agm training alpha: 0.1 mae: 0.6112547988...
1 _ratio: 0.1 2:0.2157063843...
se: 0.7792546522..

2019-10-02 15:21:13 agm training alpha: 0.5 nae: 0.6189130834...

1 _ratio: 0.1 2:0.1841166871...
0.7947931019...
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What is Seldon Core?

= Open Source project created by Seldon

“An MLOps framework to package, deploy, monitor and manage

thousands of production machine learning models” [6]

________________________________________________________________________________________________

[6] https://github.com/SeldonI0/seldon-core



https://github.com/SeldonIO/seldon-core

What is Seldon Core?

1. Containerise

2. Deploy Simple Seldon Core Inference Graph
3. Monitor

API

(REST,
gRPC)

g EEm mmm E—— - \ /,4

I From model binary

API

(REST,
gRPC)

Multi Armed Outlier

Bandit Detection Explanation

Direct traffic to the Key features to Why is the model
most optimal identify outlier doing what it's
model anomalies (Fraud, doing?

KYC)

Into fully fledged
microservice
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What is Seldon Core?

Cloud Native

AAzu re

Built on top of Kubernetes Cloud Native APIs.
All major cloud providers are supported.
On-prem providers such as OpenShift are also

supported.

& OPENSHIFT
Google Cloud On-prem

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work?

'Y X | deployment.yaml

: machinelearning.seldon.io/v1
: SeldonDeployment

: example-model

: example Downloads
model
artifacts
: model:0.1
: my-model
: transformer:0.1
: input-transformer
: combiner:0.1
: model-combiner
Orchestrate
: input-transformer requests
: TRANSFORMER between
' components

: model-combiner
: COMBINER

: my-model
: MODEL
: classifier
¢ MLFLOW_SERVER
: gs://seldon-models/mlflow/model-a

. default
g al

el e e
4

kubectl apply -f
deployment .yaml N

SeldonDeployment Pod

init-container

input-transformer

’///////"\\\\\\\*

my-model

classifier

T~

orchestrator model-combiner




What is Seldon Core?

SeldonDeployment CRD to manage ML deployments

-> Abstraction for Machine Learning deployments: SeldonDeployment CRD
€ Simple enough to deploy a model only pointing to stored weights
€ Powerful enough to keep full control over the created resources

- Pre-built inference servers for a subset of ML frameworks
€ Ability to write custom ones

A/B tests, shadowm deployments, etc.
Integrations with Alibi explainers, outlier detectors, etc.

Tools and integrations for monitoring, logging, scaling, etc.



How does Seldon Core work?
@ teaun

Inference Servers

-> Pre-packaged servers for common ML frameworks. ‘

model-a

model-a SeldonDeployment CR dmlc

model-b

model-b.bst Seldonneplogmen‘t CR

https://docs.seldon.io/projects/seldon-core/en/latest/servers/overview.html



https://docs.seldon.io/projects/seldon-core/en/latest/servers/overview.html

How does Seldon Core work?

Monitoring

-> Seldon integrates with Prometheus for metrics
= QOut of the box: memory, CPU, latency, etc.

-> Custom metrics are also supported

__________________________________________________________________

Prometheus scraps
model metrics

model-a

SeldonDeployment CR

e

-

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work?

Monitoring

- Seldon leverages KNative for (more advanced) async monitoring pipelines
@ Outlier detection (through Alibi Detect)
€ Drift detection (through Alibi Detect)

49 Custom metrics

(% ALIBI
DETEC

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work?

Monitoring

- Seldon leverages KNative for (more advanced) async monitoring pipelines

/' each prediction \\

[ triggers an |

i async event metrics-server :

I ¢ —————————— :

: Prometheus

. i model -a i
. ____________ B SeldonDeplouyment CR ! i

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work?

Monitoring

88 Prediction Analytics -

o

Heading

= g

O i

Seldon Core API Dashboard

€

Global Counts

LSNE - BN J

Global Request Rate

58 ops

Deployment Counts

Predictive Units

Models

Model Metrics.

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work?

Auditability

> We can leverage a similar pattern to log each prediction request

o

elasticsearch

each prediction gets
model-a pushed to elastic

SeldonDeployment CR !

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work?

Auditability

> And / or some attributes of each instance (e.g. outliers)

o

elasticsearch

flagged outliers get
model-a recorded

SeldonDeployment CR .!

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core

Auditability

Default search D 47.381 hi
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Visualize
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Dev Tools
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infiniband collector failed after g parsing "N/A (no PMA)"

127.0.0.1 - - [25/3un/2019 1t predict HTTP/1.1u001b[0n"
root:predict:15 - WARNING: [[0. 0. 0. ... 0. 0. 0.1]
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“letter’, 'to’, 'support’, 'you', 'in‘, ‘your', 'reluctance’, 'to’, "turn’, ‘us’, ‘in’, '_'D]

redict:16 - WARNING: ['RT @chelleryn99: Dear @jeremycorbyn,

have signed this open Tetter to support you in your reluctance to turn

werkzeug 1 2 5/3un/2019 19:10:12] "u001b[37mPOST /predict HTTP/1.1u001b[0n" 200

ot:predict:14 - WARNING: ['RT @chelleryn99: Dear @jeremycorbyn,

have signed this open letter to support you in your reluctance to turn

https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

*have’



https://docs.seldon.io/projects/seldon-core/en/latest/examples/notebooks.html

How does Seldon Core work? & a-b-deployment . yanl

machinelearning.seldon.io/vlalpha2
SeldonDeployment

Advanced Deployment Models

wines-classifier

-> A/B Tests wines-classifier

€® \We’ll see this in the demo! -

MLFLOW_SERVER
gs://seldon-models/mlflow/model-a
.- wines-classifier

=> Shadowm Deployments

model-a
e 1
- 1%)

[l

MLFLOW_SERVER
gs://seldon-models/mlflow/model-b
wines-classifier
model-b
1
50

https://docs.seldon.io/projects/seldon-core/en/latest/examples/mlflow_server ab test ambassador.html



https://docs.seldon.io/projects/seldon-core/en/latest/examples/mlflow_server_ab_test_ambassador.html

Demo!

O https: ithub.com/adriangonz/mlflow-talk


https://github.com/adriangonz/mlflow-talk

Demo

Wine e-commerce

> We want to predict wine quality for new wines

= e want to listen to feedback from customers

6.5 2.5



Demo

Wine quality dataset

Fixed
Acidity

Volatile
Acidity
0.27
0.3
0.28
0.23
0.23

Citric
Acid
0.36
0.34
0.4
0.32
0.32

Sulphates

0.45
0.49
0.44
0.4
0.4

Alcohol

8.8
9.5
10.1
9.9
9.9

Quality

Gl D H N O



40

Demo 30 lteration: 1
20
. 10
ElasticNet
- 0

-10

=> Linear regression with L1 and L2 reqgularisers. 20

=> Two hyperparameters: {a, b} -30
-40

5 -4-3-2-1012 3 45
X

y=xT3
8= arg min [y — X8| +aBll, + 18112



Demo

Training
1. run experiment
and track results

Nine
Project

2. “log” trained
model

Model Model
A B
2.1. trained model
\ \ goes into a persistent
\\ . store




Demo

Hyperparameter setting?

=> Train two versions of ElasticNet
> It’s not clear which one would be better in production

- Deploy both and do A/B test based on user’s feedback

Model A Model B

Which one is best?



Demo

| SeldonDeployment CR
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Demo

Feedback
- Reward signal based on “proxy A/B Test
metric”, e.g. Router
€ Sales :

€ User rating

Feedback

(reward signal)




Demo

Feedback

> We can build a rough reward signal using the squared error

(yn—fl(:l?n))z » Yn 7é f(’ljn)

R(xp) =
- ol s yn = flan)



Seldon Analytics

Prediction Analytics -

deployment predict ersion  All wines-classifier +

+ Heading
Seldon Core API Dashboard

Global Counts

Global Request Rate Success Sucs

58 ops 100% N/A 0 ops

. Deployment Counts

Request Rate (wines-classifier) Success (wines-classifier) 4xxs (wines-classifier) 5xxs (wines-classifier)

58 ops 100% N/A 0 ops

Predictive Units
Models

Model Metrics

Reqs/sec to seldonio/miflowserver_rest seldonio/miflowserver_rest Reward seldonio/miflowserver_rest Latency

-

9600 211610 211620 211630 211640 2116SD 2EIT00 2170 NAT20 2170 211740 N7 211800
modek-amodela wines classifer eldonlo/miflowserverest: 02 (p50)

2111600 211610 211620 211630 211640 211650 21:17.00 211710 211720 211730 211740 211750 211800 : O T e S e 0

— modekamodea (wines-classifie seldonio/mifiowses

05 — wines-lasifer/modekamodeka winesclassfer sekdonio/miflowserver.rest 0.2 modeba:modeka wines classifer sedonio/mifiowservr est02 (575
— modekbmodstb (wineslassfie seldono/mifowserver.set: 0.2)

b wines-classifier Y (rest: 02 modelmodet wines-classifier seldonlo/miflowserver.est0.2 (77




Demo

https://qgithub.com/adriangonz/mlflow-talk



https://github.com/adriangonz/kubeedge-talk

Thanks'!

agm@seldon.io . .
lle are hiring!

@kaseyo23 seldon.io/careers/

github.com/adriangonz




